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What is 
Opacity?

Opacity (noun) 
/ōˈpasədē/

1 a: the condition of lacking transparency or translucence; 
opaqueness.

1 b: obscurity of meaning.

- Oxford dictionary



What is 
Opacity? • Artificial intelligence decision making is a black-box problem 

because the decision appears inscrutable from the outside

• Even if we examine the code, trained parameters, or elementary 
operations, it is difficult or impossible to express how they 
combine to form a decision

This begs the question: what causes this opacity?

AI Decision-Making = black box [4] 
(image source: [11])



What is 
Opacity?

Burrell [1] describes three different forms of opacity based on their sources 
as:

1. Opacity from institutional concealment
• Companies would like to have proprietary software to maintain 

competitive edge

2. Opacity from reading/writing code being a specialist skill

3. Opacity from inability to provide human-scale reasoning from 
complex AI models

• In several cases even experts don't understand the model's rationale



Why do we want 
Explainability?

Lipton [5] highlights five reasons why AI models 
should not be opaque:

TRUST

• Confidence in model to perform well?

• Be explainable?

• Subjective:

• Possible definition: When do we feel 
comfortable relinquishing control to the 
machine (see image)

CAUSALITY

• We want the model to understand causal 
relations instead of exploiting correlations:

• e.g. a person belonging to a historically 
underprivileged minority is not an 
automatically bad choice for a loan as 
correlation would imply



Why do we want 
Explainability?

TRANSFERRABILITY

• Models are deployed in environments where the scenario can 
change:

• e.g. a person predicted to have pneumonia might receive aggressive 
treatment which would reduce their risks

• Having AI models which are not opaque makes sure that we can 
ensure generalisation across scenarios

INFORMATIVENESS

• When are we confident enough in an assisted medical diagnosis to 
use it in field?

• When does an autonomous vehicle make a right/wrong decision in 
an unknown scenario?



Why do we want 
Explainability?

FAIR AND ETHICAL DECISION-MAKING

• Why do image classification 
algorithms make racist choices? [2]

• Data protection laws in Europe [4] give 
citizens a “right to an explanation” 
when an algorithm makes a decision 
that affects them

• France may require the 
communication of model parameters



Addressing
Opacity

Solving opacity stemming from institutional concealment:

• Open source software
• Making source-code available for scrutiny instead of relying on 

proprietary software (see next slide)

• Independent auditor [3]
• To make sure companies don't lose their edge from proprietary 

software an impartial secretive auditor can be appointed by the 
government



Addressing
Opacity

Opaque

Transparent

vs



Addressing
Opacity

Addressing opacity from reading/writing code being a specialist skill 
can be addressed in a two-fold manner [1]:

• Writing software that is easy to understand
• Documenting, explaining and benchmarking software

• Widespread increase in programming education
• There is a need for ground-level changes in imparting programming 

education and making it universally available like language or 
arithmetic education



Addressing
Opacity

Providing human-scale reasoning from complex AI models:

Lipton [5] highlights what are known as post-hoc explanations that address 
how an AI model generates decisions. These explanations do not devolve 
into the complexity of the models and instead try to provide explanations 
that can be palatable to end users of the models.



Addressing
Opacity

Some examples of post-hoc 
explanations are: 

a) Text-based explanations
b) Saliency maps
c) Example-based explanations

The post-hoc nature of 
these explanations makes 
them susceptible to 
confirmation bias

(b) Saliency maps (showing region on interest based on which an 
autonomous vehicle steers [9]) 

(a) Text-based explanations 
(explaining why an image was 
classified as a particular category 
[7]) 

(c) Example-based explanations (showing what 
examples represent a typical class [8]) 



Conclusion

“ Alleviating problems of black boxed classification will not be 
accomplished by a single tool or process, but some combination of 
regulations or audits (of the code itself and, more importantly, of the 
algorithms functioning), the use of alternatives that are more transparent (i.e. 
open source), education of the general public as well as the sensitization of 
those bestowed with the power to write such consequential code.”

- Prof Jenna Burrell
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