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Write Head Read Heads



5

Differentiable Neural Computer



6

DNC Controller
● Neural network N: Use LSTM neural network with L layers 

● Input: input vector xt of size X
● Output: output vector yt of size Y
● Also receives, set of R read vectors: r1

t-1, ..., r
R

t-1 

● Controller input: [xt; r
1

t-1, …; rR
t-1]

● Controller output:
■ vt = Wy[h

1
t, ..., h

R
t] (output vector)

■ ξt = Wξ[h
1

t, ..., h
R

t] (interface vector)

● Final output:  yt = vt + Wr[r
1

t, ..., r
R

t]
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DNC Memory Interfacing
● Interface vector ξt
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DNC memory operations
● Where to read:

○ Content based addressing (similarity)
○ Temporal memory linkage (linked list of memory locations in sequence they 

were written)

For each read operation, read weightings are calculated [wr,1
t, …;wr,R

t] which are 
used to define read vectors: ri

t  = MT
tw

r,i
t

● Where to write:
○ Content based addressing (similarity)
○ Dynamic memory allocation (allocating empty memory locs)

Write operation uses the write weighting, erase and write vectors emitted by the 
controller to update memory as:

Mt = Mt-1○(E  - ww
te

T
t)   + ww

tv
T

t
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DNC memory operations: Content based addressing
C(M, k, β)[i] =        exp{ D(k, M[i, .]) β }

∑jexp{ D(k, M[i, .]) β }

● Take lookup key ( k ∈ RW ), find its cosine similarity D with each 
memory location and then weigh it by the key strength β

● The weighting C(M, k, β) defines a normalized probability distribution 
over all the addresses in the memory
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DNC memory operations: Dynamic memory 
allocation

● ut  ∈ [0, 1]N represents memory usage at time t. u0 = 0.

● Before writing to memory, controller emits set of free gates f i
t  (one per each read head) 

This determines whether the most recently read location can be freed. 

● Memory retention vector: ψt = ∏R(1 - f i
t wr,i

t-1)   -> how much of each location not freed

● Usage vector is updated as:
ut     = (ut-1    + ww

t-1 - ut-1○ww
t-1)○ψt 

● Once we have the usage vectors, we can sort the indices in ascending order of usage to determine 
which ones are ‘most free’ in the free list φt. φ[1] = least used location 

● Allocation weighings return provide new locations for writing:
at[φt[j]]  = ( 1 - utφt[j] )∏j-1utφt[i]
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DNC memory operations: Write weighting
● The write head computes write content weighting using write key:

cw
t    = C(Mt-1, kw

t, βw
t)

● It is interpolated with the allocation weighting to determine the write 
weighting: 

ww
t   =  gw

t[ga
tat   + (1 - ga

t)cw
t ]
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DNC memory operations: Temporal memory linkage
Lt∈[0, 1]NxN is a temporal link matrix which tracks consecutively stored memory locations:

● Require a precedence weighting pt
pt[i] represents the degree to which location i was the last location written to:

p0 = 0
pt = (1 -  ∑ww

t[i])pt-1 + ww
t 

● Recurrence relation implements the memory linkage logic:
L0[i, j] = 0, Lt[i, i] = 0
Lt[i, j] = (1 -  ww

t[i] -  w
w

t[j])Lt-1[i, j] + ww
t[i]pt-1[j] 

● The backward and forward weighting of the read head are given by:
f it  = Ltw

r,i
t-1 (not to be confused with free gate)  

bi
t  = L’tw

r,i
t-1
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DNC memory operations: Read weighting
● Each read head i computes content weighting using read key:

cr,i
t    = C(Mt, kr,i

t, βr,i
t)[i]

● Each read head also receives read mode vector πi
t which interpolates 

between backward weighting, forward weighting and the content read:

wr,i
t   =  πi

t[1]bi
t   + πi

t[2]cr,i
t   + πi

t[2]fi
t
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Task: bAbI
● Input: Text (as one-hot vectors)

mary journeyed to the kitchen. mary moved to the bedroom. john went back to the hallway. 
john picked up the milk there. what is john carrying ? - john travelled to the garden. john 
journeyed to the bedroom. what is john carrying ? - mary travelled to the bathroom. john 
took the apple there. what is john carrying ? - -

● Output: Answers at the - (as softmax over vocabulary size)

{milk}, {milk}, {milk apple}

● Optimize: cross-entropy of softmax outputs

● Evaluate: per-task (20 tasks) question error rate i.e. incorrectly answered 
questions
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Task: Graphs



Questions and Comments?
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