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Assumes that the audience has knowledge at an introductory
machine learning course level

Machine learning <-> Deep learning <-> Computer vision
(in the context of this presentation)

The presentation is more of an overview of the field than any sort of
deep dive
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Explainable Al
The Black Box Problem
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= Contains enough operations that you would not be = Called a black-box problem because the decision

able to compute a forward pass in your lifetime appears inscrutable from the outside
= This (outdated) model contains 772 840 neurons; = Even if we examine the code, trained parameters,
how can we make sense of it? or elementary operations, it is difficult or
impossible to express how they combine to form a
decision
1) Krizlhf.vsml/, A, Sultsktever, Li 8|< HAir;ton, G.E. (2012).I| m?gene;['classiﬂcati(‘)n withtdeep(
-\7\ '\{"ESQ"T'?URTE UIEI.%[\,IIEE%I—']TY (120)9Lﬂl_ilclr(a)§,).'[ P, & Kording, K. P. (2019). What does it mean to und:rstandaie:/ralnetwr::k?.arXiv 6

preprint arXiv:1907.06374.



Explainable Al
Ethical & Political Impetus

protect people not corporations 5
\ @jackyalcine

Google Photos, y'all fucked up. My friend's not a gorilla.

Airplanes

Q© 2,767 9:22 PM - Jun 28, 2015

O 3,582 people are talking about this

12/16882408/google-racist-gorilla
s-photo-recognition-algorithm-ai

'\ VECTOR UNIVERSITY https://www.theverge.com/2018/1/
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A Review of XAl

Recent Origins & Progress

= XAl goes back before deep learning, but the

0:u¥) Explainable AI — Performance vs. Explainability recent surge is traceable to DARPA's initiative

New Learning Techniques (today) Explainability
— s . ’ . .

Approach g (notional) = GQunning’s presentation was published and
Create a suite of — .\ ~Graphica™ _ _»boe o . . .. .
mactine eaming (ARG e e T L picked up by highly visible popular press stories
techniques that | Leaming | | Bavesian [ Ensemble )\ 3 o0 ©
produce more : bRt Methods, +—<| ——»0>0 o
explainable models, W s i
while maintaining a g i
high level of O 1500 36000
learning —— —e—"Explainable Artificial Intelligence"
performance Explainability 1250 -0-"Deep Neural Network" 30000

— 1000 24000
=2 FLoox s M
2 z'?il\ i i’ 217 SR 750 18000
E e IT LTy
Deep Explanation Interpretable Models Model Induction
Modified deep leaming Techniques to learn more Techniques to infer an 250 6000
techniques to learn structured, interpretable, explainable model from any
explainable features causal models model as a black box
0 0
Distribution Statement "A" (Approved for Public Release, Distribution Unlimited)
SIS SRR ISR
RN AN
Year of Publication
VECTOR UNIVERSITY Gunning, D. (2017). Explainable Artificial Intelligence (XAl)—DARPA. Machine
INSTITUTE g"GUELPH Learning, 18. 9




A Review of XAl

An Early Taxonomy

‘ = Proxy Models
‘ = [ntrospective Models

‘ = Correlative Techniques &

Saliency Maps
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= Post Hoc Explanations

= Example-Based
Explanations

10



A Review of XAl
Proxy Models

7 5 P
A ¢ P

Cons:

Si,Z.,& Zhu, S.-C. (2013). Learning AND-OR

VECTOR Templates for Object Recognition and
¢ INSTITUTE UNIVERSITY Detection. IEEE Transactions on Pattern
fGUELPH Analysis and Machine Intelligence, 35(9),
: 2189-2205.




Introspective Models

Explanation Sampler Explanation Grounder Phrase-Critic

= |Introspective models append a secondary =»‘9~i @ S

. . red bird —I—I—j
DNN to the one being explained to learn to N — o

express its decisions in interpretable output ﬁ “*‘--"ff'” e i
(e.g. language) T s

black face u ~= i - x
(Ai, R } black be: L! 2
N .S e e .
This red bird has a b Il ,i" { . o8 ) black face red bird .S:,'
black beak and a black face. ~ | e

= Introspective models present the user with
compelling explanations that imply causation

This is a Eared Grebe because ....

_ this bird has a long
neck and bright

= No loss in predictive power

= Replaces one black box with another; who
explains the explainer?

this is an all black
bird with black
feet and beak.

Score: -9.87
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A Review of XAl

Correlative Methods & Saliency Maps
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(1) Simonyan, K., Vedaldi, A., & Zisserman, A. (2014). Deep Inside
Convolutional Networks: Visualising Image Classification

Models and Saliency Maps.
(2) Adebayo, J., Gilmer, J., Muelly, M., Goodfellow, I., Hardt, M., &
Kim, B. (n.d.). Sanity Checks for Saliency Maps. 11.
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A Review of XAl

Example-Based Explanations

Prototypes

gh,
G ELPH for Interpretability.

VECTOR Kim, B. (2016). Examples are not
-\T INSTITUTE UNIVERSITY enough, learn to criticize! Criticism



A Review of XAl

What’s Missing?

The categories reviewed above are
powerful techniques that offer a lot
of explanatory power

UNIVERSITY
GUELPH
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However, the current state of XAl
has a collective blind spot:

-> Most explanations are generated post hoc
rather than a priori

-> Most investigations are confirmatory rather
than falsifiable

-> Most explanations are automatic, with many
researcher degrees of freedom

A complementary approach s to
conduct experiments that test
hypotheses under falsifying
conditions with curated controls

16
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= Cognitive Science and Al

= Artificial cognition for XAl: Exemplary Cases
= A Framework for Psychology Experiments with Machines

Response Time Methods in Dynamic Inference Models



What is Cognitive Science?

O

Philosophy
The study of intelligent
systems and how they Psychology
produce behavior, rooted in
the assumption that those
systems follow principles of e Antropolgy
computation. .=

slides from Jessica Hamrick, DeepMind
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Artificial Cognition
A Branch of Machine Behaviour towards XAl

Framework for Study:

‘ = Document Variations in ' = [dentify Boundary

Behaviour Conditions

‘ = Infer the Cause by ' = Toy with the Brain

Falsifying Alternatives

S. Ritter, D. G. T. Barrett, A. Santoro, and M. M. Botvinick. Cognitive
UNIVE&“;’II}Y Psychology for Deep Neural Networks: A Shape Bias Case Study. page
10, 2017.
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Artificial Cognition

1. Document Variations in Behaviour

Exploration

Credit Assignment

Generalization

Memory

dqn
random

Noise

experiment: actor_critic_rnn

solved
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average_regret < 0.75
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® True

% correct episodes after
10000 episodes compared to random
g

10 30 10 30 100
memory length

Osband, I, Doron, Y., Hessel, M., Aslanides, J.,
E %t B2 i nYe o ok ¥4 Sezener, E., Saraiva, A., McKinney, K.,
VECTOR UNIVERSITY Lattimore, T, Szepezvari, C., Singh, S., Van
INSTITUTE g“GUELPH Roy, B., Sutton, R,, Silver, D., & Van Hasselt, H.

(2019). Behaviour Suite for Reinforcement
Learning.




colour match shape match

bg,

2. Infer the Cause

= Wanted to know whether ANNs exhibit shape
bias, which is the human tendency to
over-index on shape versus colour when
learning new objects

= Used a test set from human development
psychology used to assess which pairs
learners find more similar (control for
background etc)

= Used a nearest-neighbour algorithm to
measure the network’s preference for shape Jp—
or colour e

Training Epochs:
Training Epochs: 175000-200000
25000-50000

Training Epochs:
0-25000

Frequency
O B N W A U O N

= Strong preference for shape-matching probes
over colour-matching controls

5 5
50000 100000 150000 200000
Training Epoch




Set lllusory Set Non-illusory

Theta
'\ Rotation angle >

2. Infer the Cause Iennns <3
Ny |
1 v
Wanted to know whether ANNs exhibit Gestalt £ RT 5 R™
closure, which is a behaviour in biological NNs |l o &
to view incomplete shapes as whole HE - "
N N "

Developed a closure metric, which compares
the cosine similarity of internal layers’ output

between full triangles and illusory or
non-illusory (rotated vertices) triangles

Tested 7 different hypotheses

Here, they fail to reject the hypothesis that
later layers exhibit stronger closure than
earlier layers

Used shuffled pixels and three other controls

Closure effect

020

010

Set lllusory  Set Complete

Closure; =% Z ri( fu(- )fl(<] 3=
V(C.I)

raw

raw

Closure; = Closure;”™ — Closure,

Normal

white noise

S|

> nfi(

Set Non-illusory Set Complete

V(C,NI)

Shuffled Pixels

), fi(<1))

.05

Mixed_5b
Mixed_5c
Mixed_5d
Mixed_6a
Mixed_6b
Mixed_6c
Mixed_6d
Mixed_6e
Mixed_7a
Mixed_7b
Mixed_7c

50 100 150 200 250 300 350 400 a5

Element sizes

100

150 200 250 300 350

Element sizes

400

450
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2. Infer the Cause

= Developed a saliency algorithm to highlight
the visual input to their steering algorithm
that ought to correspond to steering output

= Recognizing that there is correlation with
ground contours, the authors wanted to test

Applying Displacement to Salient Objects, Background, and Whole Image

Whethel’ the h | g h | |g hted portlons affect the And Measuring the Median Change in Predicted Inverse-R

Across a Sample of 200 Images

steering angle o005

0.004
Whole image

= Created a set of input stimuli with displaced
pixels (salient/background/entire image) to
rule out alternatives

= Salient objects

= Background

Change in Inverse-R

= Show that displacing the critical pixels is
equivalent to displacing the entire image, but
only in the presence of a background

Pixel Shift (negative values are left shifts)




Artificial Cognition
3. Identify Boundary Conditions

= If your theory can explain when a behaviour
——— ' happens, it should also account for when it
stops; important to narrow the range of viable
alternative explanations

= RichardWebster et al. (2018) applied a set of
EI@I\%I\.@JI@ ﬁ ﬁﬁﬁﬂ perturbations across a range of intensities to
| e —— 5 different face recognition models (including
expression)

= One of the neat findings from this explorative
study was that FaceNet and OpenFace, which
are variants of the same architecture,
performed very differently
= “FaceNet uses a subset of MS-Celeb-1M where

difficult images that contain partial occlusion,
silhouettes, etc. have been removed as a function of

. . . .. . . . .. facial land- mark detection. This is likely the weakest
link, as the network does not have an opportunity to

learn invariance to these conditions.”

4

5”
‘20.&
i,
1,

RichardWebster, B., Kwon, S. Y., Clarizio, C.,
Anthony, S. E., & Scheirer, W. J. (2018). Visual
‘ ¢ VECTOR UNIVERSITY Psychophysics for Making Face Recognition

INSTITUTE f UELPH Algorithms More Explainable. In V. Ferrari, M.
G Hebert, C. Sminchisescu, & Y. Weiss (Eds.),

Computer Vision - ECCV 2018 (Vol. 11219, pp.




Artificial Cognition

Normally not possible with humans, ML
researchers can learn from experimentation by
altering the “brain”

Leibo et al. (2028) put UNREAL RL agent in a virtual
environment populated by experimental stimuli
from visual psychophysics

Showed exemplary performance on most things
except visual acuity (clarity of detail) and contrast

They then predicted that UNREAL would have a
had time learning small relative to large items, and
would be disproportionately distracted by large
items

Corrected this flaw after designing a new input
filter inspired by the human fovea

2
c
2
o
o

°
°

9
a
[

proportion correct

= small target
- large target

200 400 600 800 1000
episode number

small target large target

proportion correct

visual acuity

= UNREAL 84x84
= human 84x84
=&— human 640x640
—--- chance

= small lure
w—|arge lure

200 300 400 500
episode number

small lure large lure

visual acuity

= UNREAL 84x84 (uniform)
= UNREAL 200x200 (foveal)
w—human 84x84
= human 640x640
=== chance
UNREAL 84x84 (uniform)
= UNREAL 200x200 (foveal)
X R 1 (1T
7 o= "human 200x200
=== chance

proportion correct
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= Understanding Hierarchical Feature Space from Outside the Black Box



Response Time Methods for XAl

How would you explain Al if you couldn’t look inside the black box?

legpard
jaguar
cheetah
snow leopard

Egyptian cat

= Dominant XAl techniques require some way to = We want a proof of concept for an explanation
query the model’s architecture, parameters, derived strictly from a priori hypotheses about the
gradient, etc. output given the input; no peeking inside!

= For many important XAl cases, researchers willnot = The challenge is that the output (label, accuracy)
have privileged access to the model in question does not have an obvious relationship to the
internal processes

UNIVERSITY

7\ VECTOR
-\ INSTITUTE oGUELPH 28




RT Methods for XAl

Explaining Human Vision

30

0
Repea Classify +
t Repeat

7\ VECTOR UNIVERSITY Donders, F. C. (tr.1969; or. 1868). On
the speed of mental processes. Acta

INSTITUTE

-\ o GIM psychologica, 30, 412-431.
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RT Methods for XAl

Dynamic Inference

= One solution is dynamic inference
models, which permit early-exits based
on the confidence of intermediate

classifiers
anE 7,3‘9,:9,‘_“‘.. o A ; = These models are gaining popularity as
e AT | o Soperd the demand grows for devices with:
= Limited computational capacity

= Time-constrained decision-making

= This produces two conditions required for
RT methods:
| | leopard

| e = Variability in RT
= Meaningful connection between RT

and performance
—_—

Time
s <)
'\7\ VECTOR UNIVERSITY

INSTITUTE GUELPH




RT Methods for XAl

Dynamic Inference

depth Relative accuracy of the intermediate classifier
¢ .‘— i T T | 1.0+ P 38 -0
(=) ;/ Ll ,(_:;© ol _l_;©- | /,J;© g DO e M
x5 110 h(-) i ‘ \ | | ‘ ‘ X | I g e[ o |z
features  classifier  regular conv | X 4 N 4 . g1 508 e
! QA QA b ’ ’
f Qe P rr»@ ofite L L.
o © o i 2. N\ N T Y ' 3 4
ol SN w B P N T "1, < 06f .’
one B () .__(.)f_ > : \(W | L S]] | ‘/‘f‘/q/ > : W( ‘La ; | [ Hﬁf 4| & o @ MSDNet (with intermediate classifier)
t i strided conv i denti I | I : 0.5+ ® @ DenseNet (with intermediate classifier) |
layer  concatenation 1dentity : _ﬁ_—__l_ o =2 _| '[=3 o /=4 &B B @ ResNet (with intermediate classifier)

If hierarchical feature space is correlated with
model depth, and conditional computation allows

early exits, then we can make predictions about
feature space and RT

= Not a perfect correlation because the architecture
does permit sharing features between layers

7\ VECTOR
INSTITUTE

UNIVERSITY
GUELPH

black box

Huang, G., Chen, D., Li, T., Wu, F,, Van Der Maaten, L., &
Weinberger, K. Q. (2017). Multi-scale dense convolutional
networks for efficient prediction. arXiv preprint
arXiv:1703.09844, 2.

0.0

0.2

0.4

0.6

0.8

1.0

location of intermediate classifier (relative to full depth)

= Specifically, decisions that depend on higher-order
feature space should take longer

= RTis handy because it is completely “outside” the




RT Methods for XAl
Experiment 1 - Method

ImageNet ObjectNet
; Chairs by Chairs by Chairs by -
Chiams rotation background viewpoint Teapols

B T S T S S S N R T T YT Y

Rotation*

00000

6000

2000

Background

= ImageNet overrepresents = A 5o000-image test set for object
canonical image features recognition algorithms that

contains non-canonical

viewpoints, backgrounds, and full

00000

= ObjectNet deliberately includes
complex and unusual features

; Viewpoint
rotation P PR
i QA N
Barbu, A.,, Mayo, D., Alverio, J., Luo, W.,, Wang, C., Gutfreund, D, ... & Katz, B. (2019). [\ <))
VECTOR ObjectNet: A large-scale bias-controlled dataset for pushing the limits of object | </
T INSTITUTE UNIVERSITY recognition models. In Advances in Neural Information Processing Systems (pp. 32 -
A GUELPH 9448-9458)




RT Methods for XAl

Experiment 1 - Results
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RT Methods for XAl
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RT Method or XAl
SCEGRAM < Consisteh
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RT Method or XAl
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Experiment 2 - Background

= Scene grammar is a human
phenomenon whereby the visual
system is very sensitive to
high-level semantic and syntactic
relationships between objects and
the scene they appear in

= We have an easier time processing
scenes with consistent grammar

= Attention is attracted to violations
and spends more time processing
them

SEM-Experiment SYN-Experiment
30001

25001

N
o
(=]
-
n

15001

Dwell Time (ms)

—
o
S
=

5001

CON  INCON CON  INCON

Ohlschléger, S., & Vo, M. L. H. (2017). SCEGRAM: An image database for semantic and
syntactic inconsistencies in scenes. Behavior research methods, 49(5),1780-1791. 39



RT Methods for XAl

Experiment 2 - Results

Illustrative Case: Scene 53 Ohject Present - MEDNet
0.05 k=15 0.050 nk =5
—_ CON k=4
l: = 4
— SEM 0.045 -
0.04 4 = 5YN k=23
~ —— SEMSYN ¥ 6.040 - le=13
) ke
= 0.03 - k=2 4
o X 0.035 A
e -~
i =
20.02 - & 0.030 4 k=2
5 k-1 &
P
2 .025 -
(.01 -
0020 -
0.00 T T L L] T T L L] I< = 1
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Confidence Thrashold Confidence Threshold
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RT Methods for XAl

Experiment 2 - Results

Object Present - MSDNet Object Absent - MSDNet
0.050 k=5 0.050 k=
4 k=4
0.045 - 0.045 -
€ 4.040 3 2040 k=3
& =
E 0.035 1 E 0.035 A
2 2
5 0.030 - & 0.030 - k=2
= =
3 3
= 0.025 Z 0.025 4
0.020 0.020
- . . 0.033 : : : : i k=1
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Confidence Threshold Confidence Threshold
= Object-Absent images are, by definition, = As predicted, the lack of object-scene violations
semantically consistent — they match CON is reflected in homogenous RT
VECTOR
-\7\ INSTITUTE %XE{‘KPS‘II-IT Y 41




Response time analyses can be used to make inferences about CNN
feature processing in dynamic inference models from completely
“outside” the black box

These techniques lend themselves to a priori hypothesis testing
about the relationship between the input space and model behaviour

These analyses could be used to form expectations for when and how
models should perform in situations where explanations are desirable,
but privileged access to a model is denied.

©)



Resources

https://cbmm.mit.edu/learning-hub

https://christophm.github.io/interpretable-mi-book/

https://distill.pub/
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